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CODING

1.1

CODES

1.1.1

MORSE

Morse code was developed by Samuel Morse in 1838, and was used in telegraph communications. Each character is represented aurally (or visually) as a sequence of short (dots) and long (dashes) signals. The code can be interpreted by a trained human listener (or observer). It is a variable length code. The length of each character in Morse is approximately inversely proportional to its frequency of occurrence in English. 
1.1.2

BAUDOT

This 5-bit code was invented by Emile Baudot in 1870 and was designed for the French telegraph. While 5 bits usually allow for a maximum of 2^5 = 32 combinations, there are more available due to the "shift down" and "shift up" keys. Baud – the symbol rate measurement – is derived from the name Baudot.
1.1.3

BCD

Binary-coded decimal (BCD) is a 6-bit code which was common in early IBM mainframe computers. It was used to encode numbers using decimal notation, with each decimal digit represented in binary sequence. In BCD representations of decimal fixed-point and floating-point are very precise. Thus the code remains important in financial and industrial computing, in which conversion and rounding errors are unwelcome.
1.1.4

EBCDIC

The Extended Binary Coded Decimal Interchange Code (EBCDIC) is an 8-bit code which was an extension of the BCD code for inclusion of non-numeric data. 
1.1.5

ASCII

The American Standard Code for Information Interchange (ASCII) is a 7-bit code which encodes printable or unprintable characters. Printable characters include letters, digits and punctuation marks. Unprintable characters include line feed, tab and carriage return -- control characters controlling devices such as printers that make use of ASCII. The most commonly used character encoding on the World Wide Web was US-ASCII until December 2007, when it was surpassed by UTF-8, described below.
1.1.6

UNICODE

Unicode is a standard which can be implemented by different character encodings, the most commonly used being UTF-8. Unicode provides a unique number for each character, leaving visual rendering to other software, such as web browsers or word processors. UTF-8 uses 8 bits for any ASCII characters, which have the same code values in both UTF-8 and ASCII encoding, and up to four bytes for other characters.  Unicode supports many scripts including Arabic, Latin and Greek and has been implemented in XML, the Java (to support the char type), the Microsoft .NET Framework, and modern operating systems. Unicode is continually undergoing revisions. For more information see www.unicode.org. 

1.2

KRAFT'S THEOREM

Kraft's theorem describes the sets of code word lengths that are possible in a prefix code. 
For a given set of code word lengths:

If Kraft's inequality holds with strict inequality, then the code is a prefix code with some redundancy.
If Kraft's inequality holds with strict equality, the code is a prefix code and also a unique code. 
If Kraft's inequality does not hold, the code is not uniquely decodable.

1.3
The following terms must be distinguished from each other, in particular “uniquely decodable” and “unique code”: 

"code"

"uniquely decodable"

"unique code"

"prefix code"
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ANALOG + DIGITAL SIGNALS
2.1

DIGITAL SIGNALS

2.1.1

NRZ

Non-Return to Zero is a method of mapping a binary signal to a physical signal for transmission over some transmission media. In NRZ, 1's are usually transmitted by using low voltage and 0's by high voltage, or alternatively the other way round. It is not a self-synchronizing code. Each bit is transmitted in a fixed time (the "period").

2.1.2

NRZI

In NRZ inverted, 1 is represented by a change. That is, if the signal was low, it becomes high, and vice versa. 0 is represented by no change. Alternatively, NRZI might take the opposite convention. Like NRZ, NRZI suffers from the synchronization problem.
2.1.3

MANCHESTER CODE

The Manchester code is a self-synchronising code. The signal is never held constant for time longer than single bit interval. 0 is represented as a change from high to low and 1 is a change from low to high. The transitions which signify 0 or 1 occur at the midpoint of a period. Transitions at the period margin do not carry information because they merely anticipate the midpoint transition and place the signal in the correct state accordingly. In another variation - differential Manchester encoding - 0 causes signal to change at start of the period and 1 causes signal to remain where it was at end of previous period. 

The guaranteed midpoint transitions are directly proportional to the clock rate, which helps clock recovery. The transitions also help the receiver to align correctly -- the receiver is likely to know if it is misaligned by half a bit period because there might not always be a transition during each bit period. 
2.2

ANALOG SIGNALS

An analog signal is a continuous signal. Variation of voltage is commonly used to convey the signal’s information.

The period is the time it takes to complete the pattern of an analog signal once. We assume the period is 2pi. Frequency is the number of times the signal completes its pattern per unit of time. It is measured in cycles per second or hertz (Hz). f = 1/p where f=frequency and p = period. Amplitude defines the values between which the signal wavers. If y = sin (t) then the signal wavers between 1 and -1, so y = A x sin (t) wavers between A and -A. A phase shift is graphically represented by a horizontal shift in the graph of a sine function. If k>0, then the graph shifts to the left k units.
2.2.1

FOURIER SERIES

The Fourier series is named after Joseph Fourier (1768–1830), who modeled a complicated heat source as linear combination of simple sine and cosine waves. Extraordinarily, any periodic function – however complex – can be expressed as an infinite sum of sine functions of varying amplitude, frequency, and phase shift. Such a sum is called a Fourier series. 

Some applications of the Fourier series:

Digital signal processing: We can use a limited number of the Fourier series terms to approximate the function of transmitting a complex analog signal over a medium with limited bandwidth. High-fidelity equipment usually produce sounds ranging from about 30Hz to 20,000-30,000Hz while telephones can only manage between 300Hz to 3300Hz, losing very low bass and high treble frequency components. This is why listening to music over a telephone sounds different from listening to it in person, but voices sound relatively unchanged.
Acoustics: We can also use the Fourier series for designing filters which selectively block frequencies. Stereo equalizers can enhance bass sounds or treble sounds by varying the frequencies blocked by the filter.

Image processing: We can use the Fourier series in the reception of multiple channels on TV. The one complex signal to the TV can be regarded as consisting of multiple simple signals. Each channel is allocated a range of frequencies, which is then used to create a signal defining sound and pictures. The selection of a particular channel means that only the corresponding range of frequencies are analysed by the television circuits to produce sounds and pictures.
2.3

BIT RATE

Bit rate is used to describe a medium's capacity and it is measured in bits per second. If baud rate = frequency with which a signal component can change and n = number of bits in a component, then bit rate = baud rate x n.

2.3.1

NYQUIST THEOREM

The Nyquist theorem shows that if f is the maximum frequency the medium can transmit, then the receiver can completely reconstruct a signal by sampling it 2f times per second. However, this is (unrealistically) assuming that absolutely no noise or distortion alters the signal. Bit rate = (baud rate) x n = (2 x f) x n. Or if B is the number of different components, then B = 2^n => n = log2B => bit rate = 2f x log2B. 
2.3.2

SNR

Signal-to-noise ratio (SNR) is defined as the ratio of signal power to the noise power. A ratio higher than 1:1 indicates more information signal than unwanted background noise. 

2.3.3

SHANNON'S THEOREM

Shannon’s theorem surpasses Nyquist's results and considers noisy channels. Bit rate ≤ bandwidth x log2(1 + S/N). Here bandwidth refers to the range of frequencies of a channel, measured in hertz. The Shannon limit of a channel is the theoretical maximum transfer rate of the channel for a given S/N. At rates beyond this limit, information cannot be guaranteed to be transmitted reliably across the channel.
2.4

DIGITAL TO ANALOG CONVERSION

Digital to analog conversion requires changing an analog signal in response to a group of bits. Any digital modulation scheme uses a finite number of distinct signals to represent digital data. 
Schemes of digital modulation include:

Frequency-shift keying (FSK): FSK represents digital information as changes in the frequency of the analog signal. It uses a finite number of distinct frequencies, each assigned a unique pattern of binary digits. Amplitude and phase are kept constant.
Amplitude-shift keying (ASK): ASK represents digital information as changes in the amplitude of the signal. ASK uses a finite number of amplitudes, each assigned a unique pattern of binary digits. Frequency and phase are kept constant.
Phase-shift keying (PSK): PSK represents digital information as changes in the phase of the signal. PSK uses a finite number of phases, each assigned a unique pattern of binary digits. Frequency and Amplitude are kept constant.
Quadrature amplitude modulation (QAM): QAM represents digital information as a combination of changes. QAM changes the amplitudes of the signal using ASK and also the phase of the signal using PSK. It uses a finite number of at least two phases and at least two amplitudes. 
2.5

ANALOG TO DIGITAL CONVERSION

Analog modulation schemes are methods used to digitally represent sampled analog signals. They include:

Pulse-amplitude modulation (PAM): The analog signal is sampled at regular intervals and each sample is made proportional to the amplitude of a digital signal pulse.

PCM + quantisation: The analog signal is sampled at regular intervals and each sample is rounded to the nearest value within a range of discrete digital values available. The associated bit strings are transmitted. Quantisation is the process of mapping a larger set of input values to a smaller set. The process features in lossy compression algorithms, which we will see later.
3

DATA COMPRESSION

3.1

HUFFMAN CODE

The Huffman code was developed by David A. Huffman while he was a Ph.D. student at MIT. The Huffman code recognizes that certain characters appear more frequently than others. Thus it does compression by using short bit patterns for more frequently used letters and longer ones for less frequently used letters. The code is used for lossless data compression. The Huffman algorithm produces a Huffman tree. 
The algorithm, implemented with a priority queue of nodes where the node with the lowest assigned frequency is given the highest priority, is as follows:

Input: list of characters and corresponding frequencies. 
Output: Huffman tree

1. For each character, create a leaf node, assign its frequency and add it to the priority queue.

2. While there is more than one node in the queue:

Remove two nodes from the queue.

Merge the two into a new tree whose left and right subtrees are the two removed nodes. Assign the sum of the frequencies of the merged trees as the frequency of the root node and add this node to the queue.

We can produce a variable length code from the resulting binary tree. By convention we associate 0 for following the left child and 1 for following the right child. The resulting code is a prefix code. Several different trees (and by implication, different codes) are possible because if there are more than three nodes with the lowest frequencies, we may arbitrarily choose between them when removing them from the priority queue.
3.2

RUN-LENGTH ENCODING

Run length encoding works where data contains long strings of the same character or bit. It compresses by replacing a long run of a particular bit or character with its run length. 

One implementation on a bit stream with long runs of 0s:

Transmit runs of 0 as a fixed-length binary integer. The receiving device receives each length and generates the proper number of bits in the run, inserting the other bit (1) in between. 
Supposing 4 bits are used to represent run length, then where there are two consecutive 1s, treat them as distinct 1s separated by a run of no 0s. That is, transmit 0000. If the stream starts with a 1, then the compressed stream begins with 0000. Where a run exceeds 15 (max 1111), express the run in as many 1111 as necessary, followed by the remainder. Where the remainder is 0 (e.g. 15, 30...) it must be followed by a 0000 group. 

3.3

RELATIVE ENCODING

Relative encoding works where two consecutive pieces of data differ by very little. It compresses by encoding the differences between consecutive frames instead of the actual frames. The frames sent often contain long runs of 0s so run-length encoding may be applied.

In relative encoding, the first frame is sent and stored in the receiver's buffer. The sender then compares the second frame with the first, encodes the differences, and sends them in frame format. The receiver gets frame and applies differences to the frame it has, thus reconstructing the original second frame. The receiver stores the second frame in a buffer and continues the process for each new frame. 

3.4

LEMPEL-ZIV

Lempel-Ziv encoding recognises that certain character strings appear more frequently than others. It compresses by replacing repeated occurrences of strings with generated codes. The method looks for often-repeated strings and stores them just once. It then replaces multiple occurrences with a code corresponding to the original, either with references to a single copy of the data existing earlier in the input or with references to a dictionary built based on the data. 
3.5

JPEG

"JPEG" is an acronym for the Joint Photographic Experts Group which created the standard. JPEG recognises that small subsets of pictures often contain little detail. Thus it compresses images by applying discrete cosine transforms (DCT) to 8x8 blocks of pixels, quantizing the results, and encoding the quantized frequency coefficients.

The compression method is lossy. In the case of images, information loss in is acceptable due to inherent limitations of human optical system. 

Some features of the technique:
Downsampling: The image is converted from RGB into a different colour space with three components Y', CB and CR: the Y' component represents the brightness of a pixel, and the CB and CR components represent the chrominance. Humans can see considerably more fine detail in the brightness of an image (the Y' component) than in the hue and color saturation of an image (the CB and CR components), so the spatial resolution of the CB and CR components are reduced. 

Discrete cosine transform: Each channel is split into 8×8 blocks. If the data for a channel does not represent an integer number of blocks then the encoder must fill the remaining area of the incomplete blocks with some form of dummy data. The discrete cosine transform (DCT) then transforms each block into a linear combination of the following 64 patterns.




Quantisation: High frequency brightness variation is largely redundant to the human eye. Therefore the amount of information in the high frequency components can be greatly reduced. This is done by dividing each component in the frequency domain by a constant for that component, and then rounding to the nearest integer.
3.6

GIF

Graphics Interchange Format (GIF) works by reducing the number of colours in an image to 256. It is lossy if number of colours exceeds 256. It is ideal for graphics that contain relatively few colours and have sharply defined boundaries, such as cartoons, charts, or line drawings with areas of uniform colour. It is not good for images that have a lot of variations and shading with continuous areas of colour.
3.7

MP3

MPEG layer 3 audio compression (MP3) is an audio encoding format using lossy data compression based on psychoacoustic models. Psychoacoustics is the study of the human auditory system. Components less perceptible or indistinguishable to human ear are discarded or have their finer details reduced, and the remaining information encoded efficiently.
In particular, MP3 recognises that signal components that are masked by other, more powerful signals or are outside the range of the human auditory system. It uses filter banks to determine which parts of an audio signal will be inaudible and seeks to remove those parts. A filter bank is a collection of filters, which decompose the original signal into sub bands, each within mutually exclusive frequency ranges.

3.8

MPEG4

MPEG-4 is a method of defining compression of audio and visual (AV) digital data. It was originally intended for videoconferencing over low-bandwidth channels. It recognises that consecutive frames often contain nearly identical scenes. It compresses by using methods similar to JPEG compression but also takes advantage of redundancy between successive frames to use inter-frame compression by calculating differences between successive frames and using motion prediction techniques.

4

DATA INTEGRITY
4.1

ERROR DETECTION

4.1.1

PARITY CHECK

The parity check is one method of error detection. It involves adding a parity bit, set to 0 or 1 to make the total number of 1s in data even (for even parity) or odd (for odd parity). It is useful for single-bit error detection and is also a feature of an error correction technique -- the Hamming code. Although parity checks are less helpful for burst errors, they can be useful when bits are transmitted separately, such as is done in some computer memory architectures. 

The parity bit cannot determine which particular bit is corrupted, so the data must be discarded and retransmitted.
4.1.2

CHECKSUM

The checksum technique involves the sender dividing all the data into 32-bit groups and treating each as an integer value. Then the integers are added together, ignoring any overflow requiring more than 32 bits. The process takes modulo 2^32 value of the sum. The result is appended to the data. The receiving device recomputes the checksum and compares it with the given checksum. If they don't match, then an error has occurred (or data altered intentionally).

The simple checksums described above may fail to detect burst errors. Cyclic redundancy checks (CRCs) addresses this weakness by considering not only the value of each word but also its position in the sequence. 

4.1.3

CRC

The cyclic redundancy check (CRC) is an error detection method based on theory of polynomial division and is well suited for the detection of burst errors. Bit strings are interpreted as a binary number. CRC bits are appended onto data so that the transmitted data divided by a predetermined binary number yields a zero remainder when the calculation is done at the receiving end. The parity check is in fact a trivial 1-bit CRC.
4.2

ERROR CORRECTION
4.2.1

HAMMING CODE
The Hamming code is an error correction code that places a set of parity bits in strategic positions. If any single-bit error occurs, the position will affect a unique combination of parity bits. From visual inspection, any given data bit is included in a unique set of parity bits. 

4.2.2

HAMMING DISTANCE

The Hamming distance is the number of bits in which two strings of equal length differ, or alternatively the minimum number of substitutions required to change one string into the other. For example, the Hamming distance between 10101 and 11111 is 2. 
The Hamming distance also relates directly to the number of damaged bits that can be detected and corrected. If d is the minimum distance, then the method can detect any error affecting less than d bits and correct any error affecting less than d/2 bits. For example, parity has a Hamming distance of 2 so any two bit substitutions will not be detected. It follows that to maximise the number of bits that can be detected and corrected, code words should be selected to maximise the minimum distance. 

__________________________
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